Ecole Polytechnique, 3A

Information Theory
Exercise Sheet 8

Exercise 1 (Fundamental equality for random codes). Let H be a matriz picked

uniformly at random among FS"™™*™. Show that,

Vs e Fi 7", vx e F2\{0}, Py (Hx' =s') =

Exercise 2 (Estimating the weight distribution of random linear codes). Let C C Fy
be a linear code and,

N(C)=t{ceC: [c|=t}

Show that
()@—1)

vVt e [1,n], E¢(Ni(C)) = g F

when C is a random [n, k|,-code, i.e.,
C={ceF,: Hc' =0}
(n—k)xn

with H being picked uniformly at random among Fy

Exercise 3 (Almost all codes have minimum distance the Gilbert-Varshamov bound).
In the previous exercise we have shown that the expected number of codewords of
weight t > 0 in a random [n, k],-code is given by

(1) (g — 1)

qn—k
We therefore expect that the minimum distance of a random code is roughly given by

the minimum ty such that
(n) (-1 >q""
to

Our aim s to prove this (at least asymptotically). Let us admit that

t e
L ey ¥hl(1- R)
n n——+oo
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where B k/n and hy(z) = —(1 — x)logy(1 — x) — xlog,(x/(q — 1)) is the q-ary
entropy. Let us also admit that,

z € [0,0gv] — hy(x) is an increasing function and (?) (g — 1)t = gnhat/mte(d)

Our atm in this exercise is to show that,

dmin (C)
n

PC <(1 — 6)(5(;\/ < < (1 + 5)5(;\/) Z 1— q—an(1+o(1))

where a % min (1=R)—he((L+¢)oav), hg (1 —€)dgv) — (1 = R)) >0 andC isa
random [n, Rn),-code as defined in the previous exercise (via a uniform parity-check
matriz).

1. Let k % Rn. Show that,

P (dm—“) <q —5)5(;\/) >

n

Deduce that,

n

]PC (dmin<c) S (1 o 5>5GV> S qfom(lJro(l))

Let 1 be the indicator function of the event Hx = 0 (recall that H € anik)xn s
supposed uniform) and

Ni(C)=t{ceC: |c|]=t}
2. Show that for all a > 0,
Ei(1>

Pe <‘Nt(6> - —(?)éi__k J
(Dlg—1)
qnfk

+ Y Ee(lxly) — Ee(Lo)Ec(Ly)

x,y:[x|=|y|=t
X7y

1
< =
S 2

3. Show that,

if x and y are colinear

<{
]EH(]lx]ly> = { q2<n—17k) otherwise.
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4. Deduce that,

D)

Nt(c) o qn—k

.

d. By using the previous question, show that

pe (42 > (14 ey ) < 4 - N T

for some well chosen wu.

6. Conclude.



