Ecole Polytechnique, 3A

Information Theory
Exercise Sheet 7

Exercise 1 (Compute some dimensions and minimum distance). Let,

(U,U+V) d:ef{(u,u—i-v) cu€eUandv eV} where UV C F2/? are linear codes.
RSk(x) = {(f(z1),..., f(zn)) : f €F,[X] and deg(f) <k < n} where the x;’s are distinct

1. Show that (U,U + V') and RSk(x) are linear codes.
2. Compute their dimension.

3. Compute their minimum distance.

Exercise 2 (Minimum distance and parity-check matrix). Let C C [y with parity-
check matriz H. Show that

C has minimum distance > d <= every d — 1 columns of H form a free family

Exercise 3 (Minimum distance and syndrome). Let C be a linear code with minimum
distance d. Show that the He' are distinct when |e| < |(d —1)/2].

Exercise 4 (About large Hamming weight codewords). Let C be a binary linear code
with minimum distance d. Let t € (n — d/2,n]. Show that there exists at most one
codeword with Hamming weight t.

Exercise 5 (About the (non-asymptotic) Gilbert-Varshamov bound). Show the fol-
lowing statement
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Exercise 6 (Poisson summation formula and linear programming bounds). In this
exercise we suppose that q is prime. Let,

Vx € Fy, xx:y € F} — 2T XYa yhere (x,y) leyl eF,

1. Given an [n, k],-code code C, show that

D Xely) = {qk fyec

o 0 otherwise

2. Recall that for f: ¥, — C, its Fourier transform is defined as:

§jf

x€Fy

Show the Poisson summation formula, i.e. for all [n,k],-codes,

S fe)=4¢" > flc*

ceC clect

3. Let C be an [n, k|,-code and f : F} — C such that

~

(1): f(x) <0 for |z > dwn(C) and (2): f(t) >0 for all t.

Then,

4. Let f,g:Fy — C, show that

fxg=q¢"f-g

where x denotes the convolution product, i.e.

frgx) =Y fly)

yeFy
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5. Use the result of Question 3 with the following function,

f(X) = Hdmm;o—lJ * Hdmm;@—w

where 1 mew)ﬂJ denotes the indicator function of the Hamming ball B ( L%J )
2

of radius L%J .

What do you deduce?



